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Abstract—Node identification is one of the most important
issues to wireless sensor network security. Current approaches
use cryptographic authentication and certification tools to ensure
the node identification, while this paper introduces an intuitive
method to identify a node by measuring its clock skew. This
method is based on our observation that every sensor node has
a unique clock skew value that is different from any other node.
We adopt Flooding Time Synchronization Protocol (FTSP) as
the measuring tools, and the experimental data show that almost
all measured clock skews of one sensor node vary inside a tiny
bound. For any two nodes that their clock skews are very close
to each other, a classifying function is proposed to check the line
continuity of contiguous measured clock skews. The proposed
method has successfully identified every node in our experiments,
and its applications like Sybil attack detection is also discussed.

I. INTRODUCTION

Security in wireless sensor networks (WSNs) has become
a popular research field in recent years [1], and node identi-
fication is considered as one of the most important issues in
this field. In WSNs, the mechanism to create and manage node
identities is usually naive and is not well protected. Thus many
attack techniques, such as Sybil attacks [2] and replication
attacks [3], are used to exploit this vulnerability.

Since the node identities are easy to create and change,
a reliable node identification mechanism is needed in sensor
networks. Currently several authentication and certification
methods have been proposed to ensure the node identifica-
tion [4][5][6]. However, these approaches use cryptographic
techniques, and thus inevitably increase computing overhead
of sensor nodes. This paper introduces a simple but effective
method to identify a node only by measuring its clock skew.

Recently, Kohno et al. [7] revealed the possibility to fin-
gerprint every computer in general networks by their clock
skews. Murdoch’s research also used clock skew as a main
method to detect the identities behind the Tor network [8].
However, there are few studies evaluating the characteristics
of clock skew in WSNs. In this research, we use the Flooding
Time Synchronization Protocol (FTSP) to measure the time
information of each mote [9], and successfully observe that
every sensor mote does have constant and unique clock skew.
An algorithm to group and identify clock skews of large
amount of motes is proposed, and its applications like Sybil
attack detection are also discussed.

II. NODE IDENTIFICATION BY CLOCK SKEW

A. Clock skews of sensor motes

In WSNs every sensor mote has its own clock, and the
resonant frequency of the quartz crystal in every mote is
slightly different. The difference between two clocks is called
the offset. Generally, the offset between two clocks gradually
increases over time, and the relative speed of the offset is called
the skew error. However, the frequency of the clocks may vary
slightly over time due to aging or varying environmental con-
ditions such as the temperature, and this fluctuation is called
drift [10]. In fact, clock skews of the same mote measured
in our experiments demonstrated the same characteristics with
what observed in general networks [7].

B. Exploring the Flooding Time Synchronization Protocol

FTSP is currently the most advanced time synchronization
protocol of WSNs [9][11][12][13] and is often used as a
service for TinyOS 1.x applications. FTSP implements a
dynamic hierarchical time synchronization topology. Every
node, when synchronized with its parent node, retains the
clock skew and globalTime from the root node. The reasons
we adopt FTSP as the measuring tool are as follow:

1) Availability: Since current sensor motes do not have
TCP/IP stacks implemented, there is no standard tool to
fetch the timestamp as in general network devices [7]. FTSP
provides the required clock skew measuring function, and
current FTSP implementation is a mature one with its source
code still maintained [14].

2) Accuracy: According to the past researches, the fluctua-
tion of measured clock skews is around 1 to 2 parts per million
(ppm) [7][8]. Therefore, the measuring tool must be able to
provide high precision. FTSP uses MAC-layer time-stamping
with jitter reducing techniques to achieve high precision. The
average error of FTSP for a single-hop time synchronization is
only 1.48µs. For multi-hop time synchronization, the average
error is 11.7µs in a 7-hop network [9].

III. ANALYSIS TO EMPIRICAL DATA

A. Experimental platform

The hardware we use is the Taroko mote, a Tmote Sky
compatible product, running TinyOS 1.x [14]. Each sensor
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Fig. 1. Single-hop synchronization model.

mote has an 8MHz Texas Instruments MSP430 microcontroller
with 10KB RAM and 48KB external Flash memory. By
running TinyOS 1.x, we can simply apply FTSP on the top of
it.

B. The two time synchronization scenarios

Since FTSP provides multi-hop time synchronization, we
designed two kinds of experiments to find out if there exists
any difference between single-hop and multi-hop synchroniza-
tion when applied to node identification.

1) Single-hop synchronization: As mentioned above, each
mote computes the clock skew between its local time and the
root node’s globalTime. In the preliminary experiment, we use
a Base Station that is connected to a PC and a Poller to request
the data. At the beginning 5 motes are used to measure the
clock skews. Fig. 1 shows the scenario for gathering the clock
skew from every node. Node ID2 to ID5 are normal nodes
and they synchronize their time with the root node ID1 through
single-hop. On the other hand, the Poller periodically requests
data from each mote and forwards the collected data to the PC
through the Base Station. Finally, the data is parsed and logged
by a TinyOS java utility we developed.

After running for 7 hours, we collected more than 13,000
packets from each of the 5 motes and extracted the key
information from a bunch of packets. In FTSP, each mote
updates its own clock skew after increased its sequence num-
ber. Therefore, we record only one clock skew per sequence
number.

Fig. 2 demonstrates how the clock skew of each mote
differs. The x-axis is the sequence number of the collected
packets, which indicates the times that each mote synchronized
its time with its parent node. The y-axis is the clock skew be-
tween each node and the root node. Since node ID1 is the root
node, the clock skew of node ID1 is always 0. Furthermore,
the clock skew average of each mote is different from each
other, and none of these clock skew lines overlapped. We can
easily find that the clock skew between each mote is different
and stable, as shown in Table I.

Fig. 3 shows another experiment with 27 motes running
for two hours under the same configuration of the previous
experiment. All clock skews of the same mote still form
in straight lines parallel to x-axis such that we can easily
distinguish most of the 27 lines.
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Fig. 2. Clock skews between node ID1 and the other nodes.

TABLE I
PROPERTIES OF THE CLOCK SKEWS IN FIG. 2

Node1 Node2 Node3 Node4 Node5

Max. 0ppm -2.75ppm -0.248ppm 4.60ppm -3.65ppm

Ave. 0ppm -3.01ppm -0.573ppm 4.05ppm -4.18ppm

Min. 0ppm -3.42ppm -0.769ppm 3.86ppm -4.41ppm

Max.-Min. 0ppm 0.67ppm 0.52ppm 0.74ppm 0.76ppm

Fig. 3. Distribution of the clock skews of 27 motes.

2) Multi-hop synchronization: The scenario of multi-hop
synchronization is a little bit different from the single-hop one.
As Fig. 4 shows, there are 5 motes, named ID1 to ID5, in this
scenario. ID1 is the root and ID2 calculates its clock skew by
synchronizing its time to ID1. However, ID3 can not connect
to ID1 directly because of the limited communication distance,
so ID3 can only perform time synchronization with its parent
node ID2. ID4 and ID5, like ID3, can only synchronize with
their parent ID3 and ID4 respectively. The functions of the
Poller and the Base Station are the same as in the single-hop
scenario.

The experimental results are shown in Fig. 5. In the begin-
ning 20 SeqNum, the skews of ID2 to ID5 fluctuate abnormally.
This may be the side effect caused by initialization. After then,
the values of the skews become stable, and each mote’s skew
is different from each other. The clock skews of ID2 fluctuate
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Fig. 4. Multi-hop synchronization with 5 motes.
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Fig. 5. Distribution of the clock skews of 5 motes in multi-hop synchro-
nization.

less then 1ppm. However, the skews of ID3, ID4 and ID5
fluctuate around 2ppm, which may be caused by the delay
of multi-hop synchronization. Although the results show that
the fluctuation of skews in multi-hop scenario is larger than in
single-hop one, we can still conclude that clock skews provide
enough hints to identify every mote in multi-hop networks.

C. ID classification

ID classification is achieved if we can develop a method
to successfully separate all measured clock skews into lines
such that every line is distinguishable to other lines and
represents the identity of one node. According to the categories
of applications, we propose two kinds of approaches below:

1) In-network: For a node in WSNs to identify all its neigh-
bor nodes, an approach with little calculation and memory is
necessary. An intuitive way is to maintain the maximum skew,
the minimum skew, and the skew average of each neighbor
node, as shown in Table I. For any new incoming packet, the
difference between its clock skew information and the current
skew average is calculated. If the difference does not fall
inside the threshold, an alarm of false ID is arisen. The value
of threshold may be proportional to the difference between
the maximum skew and the minimum skew. Because most
of clock skews fluctuate no more than 1ppm, an appropriate
threshold value should not exceed 0.5ppm. However, some
skew averages are too close, like the lines shown in Fig. 3,
such that we may not be able to distinguish every node unless
the threshold is smaller than 0.15ppm. A threshold of 0.15ppm
will generate a lot of false alarms and is unacceptable.

Fig. 6. Statistics of variance between contiguous clock skews of a sample
mote.

To solve the above problem, we developed another method
to confirm the continuity of each line. At first, we record the
skew variations of a certain node by calculating the difference
between two contiguous points. Fig. 6 shows the distribution
of the skew variations of the node with the most rugged line.
The y-axis is the cumulative percentage of the points with
equal or less variation, and the x-axis is the variation in unit
of 0.01ppm. Here we use 0.01ppm as our threshold because
it concludes 95% of points whose variations are less than or
equal to the threshold. Thus, for each neighbor node, the last
three clock skews are stored. When a new packet arrives, the
three contiguous variations, denoted as d1, d2, and d3, are
calculated and the following function is used to determine if
this incoming packet is sent by a fake node:

f(d1, d2, d3) =
{

true, if d1,d2,d3 > threshold

false, otherwise
(1)

In this function, the true value means that the last three clock
skews may not belong to the mote claimed by their packets be-
cause they failed on keeping the continuity of contiguous clock
skews. If we assume that the variance between contiguous
clock skews is independent to each other, then the probability
to raise a false alarm will equal to 0.000125 or 0.053. In
summary, we try to identify all neighbor nodes by calculating
the clock skew average of each node. For those nodes with
very close average, we in further use the last variations of
each node to check the continuity of their lines. By applying
these two methods, node identities can be confirmed with little
computation and little memory space.

2) End-to-end: Since we can use Base Station to collect
the clock skews from each mote, a more complex approach
can be applied on the computer off line. Any two sets of
skews may have very close average values but different pattern
of skews. There are many analyzing tools to divide the data
into groups, such like K-means clustering and QT (quality
threshold) clustering. We leave this as a future work.

IV. APPLICATIONS

As introduced earlier, Sybil attacks and replication attacks
are easy to implement because false identities are easy to
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TABLE II
CONFUSION MATRIX FOR CLOCK SKEW AND ID

Same line Different line
Same ID Normal Replication attack
Different ID Sybil attack Normal

generate in sensor networks. By analyzing the clock skew of
each mote, we can divide the status into four parts. If the same
node ID is in the same line, it is a normal condition; if different
node IDs are in different lines, it is also a normal condition.
However, if the same node ID has different lines, the network
may be under replication attacks; if different node IDs are
in the same line, the network may be under Sybil attacks, as
shown in table II.

Here we take Sybil attack as an example application. Karlof
et al. had pointed out the importance to defend Sybil attack
while designing routing protocol in [15]. Also in [16], James
et al. had proposed several approaches to analyze and defend
against Sybil attacks. They use radio resource testing and
random key predistribution to defend against the Sybil attacks
in WSNs. Also a survey of defenses against the Sybil attacks
is done in [17] and they separate the approaches into five
categories, including trusted certification, resource testing,
recurring costs, trusted devices, and observation. However,
there are few attention on the detection for Sybil attacks.
Therefore, we want to utilize our node identification to detect
Sybil attack. Since we can distinguish the identification by
using clock skew, the mechanism is described as following:

A. Sybil attack detection

An attacker, or a malicious node, starts Sybil attack by
pretending to have multiple identities. A scenario of Sybil
attack to FTSP is shown in Fig. 7. Node ID1 to ID3 are
normal nodes and the Base Station is the gateway used to
collect data from each node. Sybil stands for the Sybil node
that is fabricating identities ID4 to ID7. In the beginning, the
Sybil node claims itself as ID4 and after a while it changes
its identities to ID5, ID6, and ID7 in sequence.

Fig. 7. The scenario of Sybil attack in our experiment.

After setting up the Sybil attack model, we use FTSP to
calculate the clock skew between each node and gather the
data from the base station. As shown in Fig. 8, ID1, ID2, and
ID3 are the normal nodes with different average clock skews.

ID4, ID5, ID6, and ID7 have the same pattern of clock skew
and their average clock skews are all around 3.6ppm. After
that, in order to check the continuity of the three nodes, three
random variations from every 100 points are chosen. Because
all the variations are less than 0.01ppm, we can easily find
out that the whole network is under Sybil attack. In this case,
we can easily apply our node identification method to detect
Sybil attack.
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Fig. 8. Clock skew analysis for Sybil attack.

In addition, we believe that every node has few neighbors
in the wireless sensor networks, so our node identification can
be used to detect in-network Sybil attack. Thus, we propose
an in-network detection model to detect the Sybil attack. As
shown in Fig. 9, the Detection model is divided into two parts.
The first part is data analysis. In this part, a mote collects the
time information from its neighbor nodes and then computes
all these clock skews. The average clock skews between each
mote is calculated after gathering enough data (more than 100
samples). The second part is data grouping. The average clock
skews are separated into groups according to the threshold in
this part. As stated above, the threshold would be 0.15ppm. If
there is only one average clock skew in the group, we state it
as normal node. Otherwise, if there are more than two skews
in the same group, we mark them as suspicious nodes. By
confirming the continuity of the clock skews with the threshold
0.01ppm, these suspicious nodes can be further separated into
two groups. If they are not in a continuous line, there must be
several normal nodes in this group. Otherwise, we mark them
as Sybil nodes. By this approach, we may simply identify
every mote and detect in-network Sybil attack.

B. Replication attack detection

Replication attack happens when a malicious node tries to
pretend some other nodes identity. As shown in table II, we
can use the same method to detect the replication attack by
first checking the continuity of the clock skew. If the line is
not continuous, it means that the network may be under the
replication attack.

C. Other possible attacks and the countermeasure

This paper mainly focuses on developing techniques to
certify each mote in WSNs by utilizing the clock skew as
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Fig. 9. In-network detection algorithm for Sybil attack.

a fingerprint. Although the approaches we described above
are useful to identify each mote’s identity, we suspect that
some possible attacks may assault our node identification. For
example, an adversary might try to alter the timestamps before
the packet is sent. In this way, the adversary can change its
own clock skew by faking timestamps and generating another
identity. Actually Gehani et al. had proposed an approach,
which is called PAST, to defend this attack [18]. They also
show that PAST is low storage and power consumption over-
head. Hence, in order to defend this vulnerability, we may
apply the PAST to enhance our node identification as future
work.

V. CONCLUSION

Node identification is vital to the use of wireless sensor
networks in many applications. In this paper, we proposed a
new node identification technique by utilizing clock skew as a
fingerprint. By exploiting the FTSP, we confirmed the stability
and the uniqueness of clock skew still holds in WSNs. For
sensor nodes with very close clock skews, we developed a
simple but effective method to distinguish their difference by
utilizing the characteristics of the continuity between contigu-
ous measured clock skews from the same mote. This method
has the advantage that very little computing and little memory
space required, especially comparing to other cryptographic
approaches. We also realized the application of our node
identification to detect Sybil attacks and other related attacks.
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